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Abstract. The provenance of research data is of critical importance to the repro-
ducibility of and trust in scientific results. As research infrastructures provide more
amalgamated datasets for researchers and more integrated facilities for processing
and publishing data, the capture of provenance in a standard, machine-actionable
form becomes especially important. Significant progress has already been made
in providing standards and tools for provenance tracking, but the integration of
these technologies into research infrastructure remains limited in many scientific
domains. Further development and collaboration are required to provide frame-
works for provenance capture that can be adopted by as widely as possible, facil-
itating interoperability as well as dataset reuse. In this chapter, we examine the
current state of the art for provenance, and the current state of provenance capture
in environmental and Earth science research infrastructures in Europe, as surveyed
in the course of the ENVRIplus project. We describe a service developed for the
upload, dissemination and application of provenance templates that can be used
to generate standardised provenance traces from input data in accordance with
current best practice and standards. The use of such a service by research infras-
tructure architects and researchers can expedite both the understanding and use
of provenance technologies, and so drive the standard use of provenance capture
technologies in future research infrastructure developments.

Keywords: Provenance - Scientific workflow management - Research data

1 Provenance in the Environmental Domain

One particularly sensitive issue in the context of environmental research data lifecycles
is the provenance of offered data products. In order to allow scientific reuse, published
research datasets need clear annotations detailing their genesis and any additional pro-
cessing applied afterwards. This includes information about the methodology, instru-
mentation and software used in data acquisition, subsequent processing and preserva-
tion, covering all steps of the typical research data lifecycle. The collected information
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should not only be targeted at a human audience but should also be machine-processable
in order to support various forms of analysis for a variety of purposes such as the
choice of suitable data sources or the assessment of patterns of re-use. The increasing
availability of reusable, provenance-enabled datasets moreover requires researchers and
engineers to consider their “second hand” provenance in addition to “first hand” locally-
generated traces and the subsequent combination of these different streams for further
reuse. This, even more, underscores the importance of consistent usage of dedicated and
interoperable standards for representing provenance, especially in light of recent devel-
opments regarding requirements for to-be-published research data, such as the FAIR
data principles.

While issues of reproducibility and scientific integrity of research results have tradi-
tionally been a central concern for any scientific domain, current environmental devel-
opments on global scales often trigger controversies about the underlying cause-effect
scenarios. This sometimes even leads to mutual accusations of politically or ideologically
driven manipulations of data and resulting scientific evidence. Such a strong political
relevance of contemporary environmental research data thus underscores the importance
of adequate protocols allowing to trace the respective results back to their origin, acting
as evidence for their soundness.

Given the scenarios sketched above, there is a clear and increased need for envi-
ronmental research infrastructures to develop and maintain well-established provenance
generation, provision and tracking infrastructure which is interoperable across the over-
all landscape of involved domains. Unfortunately, this requirement is hampered by the
great heterogeneity of approaches to environmental research and the resulting spectrum
of environmental research infrastructures, characterised by a wide variety of objects
of interest, applied acquisition and overall research methodologies. Services aiming to
cater the needs of the individual research workflows would thus either have to be very
specific, or as generic as possible.

In this chapter, we survey the state of the art of provenance gathering and visuali-
sation technologies and standards and describe how we addressed the heterogeneity of
research infrastructure in the context of the ENVRIplus project!, which was charged
with the development of generic common services to assist the development and inter-
operability for environmental and Earth science research infrastructures (RIs) in Europe.
We review some of the requirements of RIs regarding research data and data process
provenance, and we describe a system for producing, sharing and instantiating prove-
nance templates online, which we believe can help RI architects and engineers, as well
as general researchers, to produce better-standardised provenance traces that can be
interpreted in a broad range of different contexts.

2 State of the Art

Although there exist several provenance models used in specific settings promoted by
different international initiatives, the main basic standard widely-used and referred to is
the W3C’s PROV recommendation?, which evolved from the Open Provenance Model

1 https://www.envriplus.eu/.
2 https://www.w3.org/TR/prov-overview/.
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(OPM). After three international workshops [1] on provenance standardisation, OPM
was developed in 2010 and subsequently adopted by many workflow systems. PROV is
very much influenced by OPM and was released as a standard by the W3C Provenance
Working Group in April 2013. The W3C PROV Recommendation [2] consists of some
constituent standards including for PROV XML? and PROV as an ontology for RDF-
based data (PROV-O)*.

The essential elements (see Fig. 1) of the PROV ontology are called Starting Point
Terms and consist of three primary classes with unique and mandatory identifiers and nine
properties to describe the relations between the classes. The three classes are prov:Entity
which is the central concept and represents resources, prov:Activity representing actions
performed upon entities, and prov:Agent representing persons or machines who bears
some form of responsibility for an activity. The most important relationships are: used
(an activity used some artefact), wasAssociatedWith (an agent participated in some activ-
ity), wasGeneratedBy (an activity generated an entity), wasDerivedFrom (an entity was
derived from another entity), wasAttributedTo (an entity was attributed to an agent),
actedOnBehalfOf (an agent acted on behalf of another agent) and wasInformedBy (an
activity used an entity produced by another activity). Expanded terms are used to spe-
cialise agents and entities and to introduce time validity descriptions for activities. Qual-
ified terms are used to provide additional attributes of the binary relations introducing
so-called qualified patterns. In this way it is possible to add for example the concept
‘plan’, an association class, to describe more in detail how an activity was carried out.

wasDerivedFrom

Entity S ; -

wasAttributedTo prov:wasAssociatedWith .

Agent : ;

wasGeneratedBy \ /
Q Agent used prov:agent prov:qualifiedAssociation

actedOnBehalfOf A iati

wasAssociatedWith fssociation

Activity
prO\:ldeolel l prov:hadPlan
>mncd,\(Ti|;u// ! ) \c‘uded:\lTium

wasInformedBy Role Plan

xsd:dateTime xsd:dateTime

Fig. 1. PROV-O, starting point terms and qualified patterns.

W3C PROV has primarily been designed to describe retrospective provenance (-
prov) which refers to a-posteriori descriptions of provenance traces of data resources, i.e.
provenance as an extended log of all the steps executed to generate the data entity. The
concept of provenance can, however, also refer to tracing the genesis of workflows used
for generating data, and moreover even to the a-priori description of such workflows, in
which case it is called prospective provenance (p-prov) which can be considered to be a
form of workflow description language.

In order to be able to represent workflow templates and workflow instances, Gar-
ijo and Gil extended PROV [3] to P-plan. OPMW [4], an extension of P-plan, PROV

3 https://www.w3.0rg/TR/2013/NOTE-prov-xml-20130430/.
4 https://www.w3.0rg/TR/2013/REC-prov-0-20130430/.
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and OPM, is designed to represent prospective provenance of scientific workflows at
a fine granularity. D-PROV [5] extended PROV with workflow structure, later being
replaced by ProvONE’, which can track all different types of provenances including the
graph structure of the dataflow itself. S-PROV [6] is built upon the PROV and ProvONE
models, helping the scientist to analyse the workflow at different levels of granularity
and capturing runtime change. It is the underlying model for S-ProvFlow [7], a prove-
nance framework for storage, access and discovery of data-intensive streaming lineage,
used in the VERCE Earthquakes Simulation Portal® used by the EPOS’ community.
PROV-Wf [8], another specialisation of the W3C PROV-Data Model, allows the cap-
ture of both prospective and retrospective provenance but also supports domain-specific
data provenance increasing the potential of provenance data analysis. Not all contempo-
rary approaches to provenance are based on W3C PROV. One different approach is the
WF4Ever Research Object description®, conceived as self-contained units of knowledge,
aggregating information about the generation workflow at a general level, not directly
aligned but still mappable to W3C PROV. CERIF’ (the Common European Research
Information Format) is an entity-relationship model with temporal additions of the
research domain used in the EPOS community. It supports the management of Research
Information, including details on people, projects, organisations, publications and prod-
ucts. Instances of this representation provide some provenance information because of
the time-stamped linking entities used to assets when certain relationships were formed.
Nevertheless, CERIF needs further development of some provenance aspects related to
the integration of causal-effect relationships among entities [9].

A variety of online tools are made available on dedicated websites!? in order to
support the use of the PROV standard in data management. Examples are the pub-
lic provenance data storage based on ProvStore [10], the validator against the PROV
standard as well as conversion services for various standard output formats. Dedicated
libraries are in turn provided for including provenance functionality in local applications.
ProvToolbox!! is an example for a Java library providing different means for manipulat-
ing provenance descriptions and converting them between RDF, PROV-XML, PROV-N,
and PROV-JSON encoding; comparable functionality for Python-based environments is
provided by the PROV!? Python package.

Starting an overview about technologies and approaches in use from the point of
data acquisition, the first phase of the ENVRI RM research data life cycle (see figure
page 14 of [11]), it is important to distinguish between manual scenarios and automated
settings. Manual measurements and observations made using pen and paper would need
to be transferred to spreadsheets or databases before existing provenance recording tools
such as InSituTrac [12] could be applied. Shifting from pen-and-paper data collection

5 http://tinyurl.com/ProvOne.

6 http://portal.verce.eu.

7 https://www.epos-eu.org/.

8 http://wf4ever.github.io/ro/2016-01-28/.

9 https://www.eurocris.org/cerif/main-features-cerif.

10 https://openprovenance.org/ and https://provenance.ecs.soton.ac.uk/.
1 https://github.com/lucmoreau/ProvToolbox.

12 https://github.com/trungdong/prov.
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to acquisition via handheld devices could therefore also improve provenance related
aspects, such as demonstrated by the EcoProv [13] approach. Handheld applications
such as developed in the Urbanopoly project [14] are moreover a potential platform
for collecting provenance data in citizen science settings. As an example for tracing
the genesis of manually curated scientific databases, the “copy-paste model” approach
from [15] captures chains of insertions, deletions and imports from sources to a target
database.

It is clear therefore that in many cases, data acquisition includes both manual and
automatic aspects. In sample-based data collection, provenance capture should ideally
start with the human sampling process and continue with the subsequent analysis taking
place in laboratories. In this regard, the alignment of the ISO 19156 Sampling Features
Schema with the W3C PROV has resulted in the sam-lite ontology '3 allowing the record-
ing of specimen preparation chains via PROV [16]. As far as automatic data collection is
concerned, internal processes are not always accessible for provenance recording, which
is often the case with proprietary measurement devices hiding internal data transforma-
tions. In such cases, the specific information about the method and technology applied
in measurement devices could be made available as contextual information via device
type registries such as ESONET Yellow Pages'*. Reliability of transmission is another
aspect relevant for example in wireless sensor networks where collecting provenance
becomes essential to ensure the integrity of the data packages transmitted [17].

Provenance is a crucial aspect in heterogeneous sensor infrastructures on the Web,
also referred to as the Sensor Web, requiring the adaptation of existing data models.
Integrating lineage information with observation descriptions may be done in a number
of ways: Cox [16] for example aligned the Observations and Measurements model
(O&M) with W3C PROV, while Jiang et al. [18] suggested directly extending PROV-O
to cover O&M related concepts.

Increasingly, data are not acquired from one source but are derived from chains
of services, resembling so-called “Virtual Data Products” (VDP). As an example for
such cases, Yue et al.in [19] proposed the description of provenance via process models
with a fixed structure which should be instantiated whenever a VDP is retrieved. This
would enable prospective provenance based on the individual service descriptions and
the process model or retrospective provenance derived from individual instantiations.

The tracking of provenance information during process execution can often be rela-
tively straightforward, as many scientific workflow management platforms have already
integrated this functionality based on provenance standards in their system. Example
include Kepler [20], Pegasus [21], Taverna [22] (used by the LifeWatch!? community)
and dispeldpy [23] (used in the seismology community). But if researchers run their
processes on their private machines outside any particular provenance framework, then
that provenance can only be tracked manually, which may be cumbersome and error-
prone. One option is to use tools to extract provenance data from specially annotated
scripts. Examples are the NoWorkflow system [24] for retrospective provenance and the

13 http://def.seegrid.csiro.au/static/ontology/om/sam-lite.html.
14 https://www.esonetyellowpages.com.
15 https://www.lifewatch.eu/.
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YesWorkflow system [25] for prospective provenance which can easily be integrated
into interactive notebooks like Jupyter/IPython [26] in use by many researchers today.

The use of the PROV standard by workflow management systems allows provenance
information from multiple workflow management systems to be stitched together, but
it is still challenging to produce a single cohesive provenance trace without some kind
of overarching processing framework in place to orchestrate the provenance generation
and storage. A promising approach is described in [27] where the Swift framework for
parallel processing is augmented with provenance query frameworks such as MTCProv.
Another possibility is to embed provenance recording at the operating system level as
demonstrated by CamFlow, a Linux Security Module. Other approaches aim to wrap the
entire process within a sandbox operating environment that enables the replication of
the process via Docker virtual containers [28].

The PROV-AQ specification!® provides recommendations related to the annotation
of data objects with information on how to retrieve their provenance and to the discovery
and query of PROV data. It expects that provenance is served via URIs provided viaHTTP
response headers, which either directly resolve to the provenance content or point to a
dedicated query service. Another technology called Prov-pingback is a mechanism to
track client derivations delivering URLSs alongside each dataset which should be used to
upload the provenance about the data transformations back to the provider [29].

The full visualization of provenance data as graphs of PROV-O triples may often
not be satisfactory because of the potential complexity of data lineage. The provision of
aggregated representations and thus large-scale overviews of the provenance information
can instead substantially support users in the analysis of data generation.

Provenance Map Orbiter [30] is a technology that uses techniques for graph sum-
marization, exploiting intrinsic hierarchies in the graphs, and semantic zoom. Other
approaches are direct visualizations of subsets of the full provenance graph focusing on
the temporal representation of chains of PROV activities linked together by the entities
via Sankey diagrams [31]. Focusing on filesystem provenance, InProv [32] is a tech-
nology which transforms provenance graph data into temporally related aggregations
visualizing them via a dedicated radial layout diagram. This approach allows naviga-
tion on the succession of different temporal visualizations including the storage of a
visual protocol. It is being used in the seismology context in conjunction with the Bulk
Dependency Visualiser [33] which provides large scale views on data dependencies in
distributed stream processing environments such as data reuse between different users.

It is clear that there already exist a variety of tools for provenance gathering and
visualisation, mostly based around a core group of standards that have been broadly
accepted by the scientific community. It becomes necessary then to ask whether these
tools and standards are seeing sufficient adoption in practice by the environmental and
Earth science RI community, and if not, what the major barriers are to their adoption.
In the following sections, we address how, in the context of ENVRIplus, we analysed
the use cases and requirements of current European RI projects, and then drew upon the
relevant standards and software libraries to provide a common provenance templating
service for RIs and associated users.

16 https://www.w3.org/TR/prov-aq/.
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3 ENVRI RI Use Cases and Requirements

The provenance-related section of the questionnaire for the requirements elicitation pro-
cess in the early phase of the ENVRIplus project (carried out in autumn 2015) intended
to collect whether provenance was already considered in the data management plans of
the RIs in the ENVRI cluster and if any related implementations were already in use [34].
Among the nine RIs that gave feedback, only two already had a data provenance tracking
system integrated in their data processing workflows (EPOS and IS-ENES'7). For those
RIs where the latter was not the case, the next set of questions were focused on their
potential interest in provenance: which type of information should be recorded, which
standards to rely on and finally what sort of support was expected from ENVRIplus
ICT staff. Most RIs considered provenance information as essential and some of them
already stored provenance related information for certain aspects like data lineage fol-
lowing metadata standards such as ISO19139 or O&M. This information, however, was
not considered sufficient to reproduce data since individual processing steps were not
documented in enough detail. The outcomes suggested that it was highly relevant to
learn more about what kind of information data provenance should provide, especially
in contrast to what was already present in existing metadata about datasets. Another
identified need was to get more insight into existing provenance recording systems.

As the outputs from the first requirement collection were rather moderate and unspe-
cific, a second-round was undertaken in spring 2018 in order to retrieve more concrete
information from the RIs (see Table 1). The objective was to understand the individual
RI needs related to the potential implementation of provenance management systems.
Regular teleconferences with live demos of implemented provenance services were thus
offered to raise the awareness of the benefits and potential of data provenance techniques.
Nine of 20 RIs sent their feedback, five of them have already participated in the first
round of requirements collection, but this time giving a deeper insight into their needs,
while the remaining four addressed this topic for the first time. As already anticipated,
EPOS and IS-ENES, both quite advanced regarding this topic in comparison to other
RIs, were able to provide more specific information about their requirements, but also
about their existing implementations.

Table 1. Requirements collection (R1: 2015, R2: 2018).

EISCAT- EURO- |EURO IS- SeaData
ACTRIS |AnaEE |3D EMBRC |[EMSO |EPOS [ARGO |GOOS |[IAGOS |ICOS [ENES2 |LTER [Net
R1 |x X X X X X X X X
R2 [x X X X X X X X X

The RI representatives were asked to provide use cases with specific requirements
considering that provenance information may be relevant in all phases of the research
data life-cycle (DLC), from acquisition and curation to processing and use. Seven RIs
provided specific use cases and requirements. Use cases were defined in this case as

17 https://is.enes.org/.
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descriptions of a set of interactions between a system and one or more actors, representing
a user-perspective specification of functions in a system. For each use case, more than
one requirement could be identified. The latter is understood as a functional perspective
to approach the problem from a solution angle, providing a formal description of what
users expect from the system [35].

The most evident differences in the provenance collection use cases and requirements
between ENVRIplus RIs were found to be their varying focus in specific data life-cycle
phases but also their varying level of automation. Some Rls included observation net-
works of scientists and/or instruments producing data (e.g. ACTRIS, EISCAT-3D and
LTER-Europe), while others provided advanced processing services (e.g. AnaEE and
IS-ENES2). Some RIs had fully automated sensor networks in place whereas human
intervention was limited to monitoring, interpretation and/or maintenance tasks. Other
RIs, in turn, encompassed considerably more manual steps occurring in the data acqui-
sition but also during the processing phase. This diversity was clearly reflected in the
use cases provided by the different communities.

In less automated settings, different aspects of provenance collection itself were
reported and less on subsequent analysis and visualisation of such data. Respective use
cases included scenarios for tracking lineage for script-based workflows, provenance for
automated and non-automated data acquisition such as human observation and physical
sample-based data collection, as well as provenance for data publishing and reuse.

In more automated settings (like in EPOS), the reported use cases were often address-
ing user needs and system features to address them, such as “discovery of experiments” or
“navigation through data and dependencies” which were more relevant in the processing
phase of the DLC.

Use cases mentioned by more than two RIs (highlighted in bold in Table 2) aimed at
automated data collection via sensors, QC measures on instruments, data curation steps
including QA/QC flagging procedures, data lineage of data products or aggregations as
well as at model runs and their parameter settings.

As far as regards requirements, the different RIs converged more. Recurring require-
ments were various types of registries since recording provenance for processes with dif-
ferent agents and entities usually requires unique identifiers for each involved instance.
Registries for any type of entity including persons, measurement sensors, software,
etc. can thus be considered a prerequisite for any meaningful provenance approach.
Other commonly expressed requirements were provenance tracking techniques, includ-
ing domain-specific metadata from controlled vocabularies in the provenance tracks and
recording of errata and of data use/citations [35, 42].

Based on the requirements of the various Rls in the ENVRI community and the
resources available for development and innovation in the context of the ENVRIplus
project, it was considered how best to support better provenance recording at a commu-
nity level. With regard to this, a generic provenance service was developed that allowed
for the generation of provenance traces based on pre-defined templates, which we will
now describe in more detail.
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Table 2. Use cases and requirements of RIs.

DLC phase

USE CASES

ACTRIS [AnaEE [EISCAT-3D [EMBRC [EPOS [ICOS [is-ENES2

LTER

acquisition

method

non-automated data collection
non-automated physical samples
automated data collection via sensors
QC measures at instruments

Eddy Covariance data algorithms
measurement station changes

X

X

X X X X X X

x X X x

curation

curation

annotation

metadata

Qa/ac

transfer to data centers
versioning

publishing

data products

data lineage in scientific publications
discovery of experiments

interact. exploration of data dependencies

x |x x x

processing

model runs and configuration
data lineage in scripts

track provenance in excel
monitor workflow runs

data usage
collaborative interactions

REQUIREMENTS

ACTRIS [Anatt [EISCAT-3D [eMBRC [ePos [icos [is-ENEs2

LTER

provenance tracking
selective generation of traces
ingestion of provenance
errata tracking

X X X

X
X

registries

datasets
instruments/sensors
physical samples
persons
sites/facilities

lab equipment
software/tools
publications
vocabularies

X X X X X X

archives

long term data archival incl. provenance

4 A Generic Provenance Service for the ENVRI Community

(and Beyond)

As shown by the results of the ENVRIplus provenance use case gathering and require-
ments analysis, one main provenance-related distinction between research infrastruc-
tures can be drawn along the level of automation: highly automated research infrastruc-
tures, such as those operating on large-scale sensor networks, often feature dedicated
software environments for executing clearly defined workflows, while less automated and
smaller-scale infrastructures, such as those relying on human observation and sampling
procedures, are often characterised by heterogeneous workflows consisting of alternat-
ing human and machine activities. The former is, therefore, better suited to becoming
adapted for large scale provenance collection, while the latter represents a challenge in

this regard.
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Moreover, infrastructures are often still lacking important functionality required for
meaningful provenance collection, an example being registries for relevant entities such
as physical samples, sensors, instrumentation or personnel, important elements for the
creation of provenance traces incorporating well defined and resolvable identifiers. Given
the present scenario, the consideration of dedicated provenance services in the context
of heterogeneous RI landscapes leaves the choice between concentrating on individual
prototypes limited to a few selected research infrastructures only or on focusing on a
more generic service concept suitable to a wide variety of Rls, ideally applicable to
various levels of maturity. For ENVRIplus, the latter approach has been followed for
being more in line with the overall project goals.

Generic approaches can, amongst other aspects, include means to create, store, query
or visualise provenance collections. The latter three already require a collection of prove-
nance data to be in place, suggesting that the creative aspect should be considered first
when starting from scratch. Correspondingly, this also applied to the ENVRIplus con-
text, motivating related activities accordingly. From an application-level perspective,
there are three approaches to generating provenance [36]. “Passive Monitoring” refers
to tracing a specific process solely based on the existing information it exchanges with
its environment, not requiring any modifications of the original setup. “Overriding” is
in turn about adding explicit provenance output to parts of the underlying execution
environment (e.g. used software libraries) but not to the process itself, while “Instru-
mentation” refers to its direct provenance related modification. As far as the latter two
are concerned, the heterogeneous landscape of environmental research infrastructures
would thus require the direct modification of a wide variety of individual processes or
underlying libraries, present either as compiled source code or via a scripting or work-
flow description language, for enabling the output of provenance. Although generic tools
such as YesWorkflow [25] exist for annotating script-based code sequences, they do not
cover the full range of possible workflow configurations and require deep knowledge of
the code to be augmented. In turn, the notion of Passive Monitoring requires the iden-
tification of existing process output and its retrospective translation into a standardised
form, potentially allowing the generation of provenance information without modifying
underlying processes and their environments. Although having the disadvantage of being
limited to the available existing output, this approach suggests itself as a low-threshold
starting point for generating initial provenance traces for existing processes.

4.1 Using PROV-Template to Support the Generation of Provenance

One existing approach to turn existing process output into standardised provenance
traces is called PROV-Template'® [37]. As its name implies, it is based on the idea of
creating templates which predefine the structure of the intended provenance information
using variables which are later instantiated with appropriate data extracted from existing
process output. As stated in [36], PROV-Template refers to prior descriptions of how
retrospective provenance is to be collected and it is thus not related to the concept of
prospective provenance outlined above. Closely related to the W3C PROV data model
introduced in Sect. 2, the approach uses the model constructs specified there to define

18 https://provenance.ecs.soton.ac.uk/prov-template/, retrieved March 6th 2019.
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the templates, making them valid W3C PROV documents themselves. This, on the one
hand, has the advantage that the outcomes of modelling activities to represent provenance
traces for specific processes in PROV can be used as both templates and as a blueprint for
implementing provenance output directly. On the other hand, existing libraries/services
for storing, translating, manipulating, visualizing or validating PROV documents, such as
the ProvToolbox ' or the Python PROV library?’, can be applied to template documents
as well.

PROV-Templates are instantiated via bindings which substitute template variables
with actual values. The instantiation process is referred to as expansion, illustrated in
Fig. 2 with an example template shown in the centre of the figure, representing an activity
transforming one or more source datasets into a target dataset, featuring a responsible
agent acting on behalf of an organization. As the “var:” prefixes of the element IDs
suggest, they all serve as variables to be substituted with values extracted from the
runtime log of a process corresponding to the template. This includes the mentioned
PROV elements and their attributes, for which both keys and values can be specified as
variables as well.

Example values for an appropriate process output are shown in the table at the top
of Fig. 2 with the orange and green arrows indicating their bindings to the respective
variables, resulting from a mapping effort which has to be done by suitable experts. The
two different arrow colours emphasise that in this example, variables for attribute keys
are substituted with column names and the remaining variables with column content,
respectively. As visible in the table, the sets of substitute values for each variable can have
different cardinality, such as for example in the columns “Source” and “Match Column”
featuring the IDs of three source data files and the names of their data columns to be used
for merging them, in which case the expansion results in multiple instantiations of the
respective variables. While n to I mappings such as the one presented in this example
are expanded in a straightforward manner, the reader is referred to [37] for a formal
description of the underlying expansion rules which also apply to more complex n to m
mappings.

The result of the example instantiation is shown at the bottom of Fig. 2, illustrating
how the expansion of the  fo I case yields three source file entities connected to the single
transformation activity. Where no identifier is explicitly provided by the source data for a
given element (such as for the activity variable itself), an expansion mechanism to provide
an automatically generated unique ID can be used instead; this is indicated by the use of
the “vargen” namespace. Although a useful feature for situations where the input data
does not provide unique identifiers for certain elements, it has to be handled with care
when considered for entities that potentially appear in multiple process instantiations,
such as persons for example.

By design, PROV-Template enables the separation of concerns between the actual
process and the generation of its provenance trace: as long as the process output contains
sufficiently granular information in at least semi-structured form, it can be externally
converted to W3C PROV via appropriate templates, relieving the process developers

19 https://lucmoreau.github.io/ProvToolbox/, retrieved March 5th 2019.
20 https://github.com/trungdong/prov, retrieved March 5th 2019,
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Fig. 2. PROV-Template expansion. (Color figure online)

themselves from the necessity to adhere to a specific data standard in this regard, poten-
tially outsourcing the mapping effort to others. A resulting advantage is that intended
changes in the provenance output at a later point in time can in many cases be achieved
by modifying only the templates instead of having to touch the process implementation
itself.

In the context of ENVRIplus, using PROV-Template appeared as a good starting
point for provenance related activities. Assuming a general adherence to the W3C PROV
standard, any modelling effort put into experimenting with templates wouldn’t be lost
even if other approaches than PROV-Template would be adopted in the end, since the
created templates could then serve as a data model for any other endeavour to create
PROV output. The suggested flexibility stemming from the separation of process output
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and provenance creation led to the decision to consider the integration of PROV-Template
into a community-wide provenance service. The resulting prototype consists of two
main components: a catalogue for sharing templates and an attached service for their
expansion. Their design is described in the following subsections.

4.2 A Catalogue for Environmental RI Related PROV-Templates

PROV-Template allows the design of a wide variety of patterns that can be applied to
provenance related aspects of the full research data life cycle. Despite the identified
heterogeneity of research infrastructures, it can be expected that many locally designed
patterns are not only suitable for the specific infrastructure for which they were devel-
oped, but, with perhaps a small degree of customisation, also for other infrastructures
with similar processes. In the context of ENVRIPlus, these considerations led to the
development of an online service prototype dedicated to enable research infrastruc-
tures to upload, annotate and share their PROV-templates with the community. Tem-
plates shared that way should foster re-use and lead to more homogeneous and thus
interoperable provenance representations.

Figure 3 shows the current version of the prototype’! available online®2. Its current
content mainly serves as documentation for community experiments with the PROV-
Template approach performed throughout the ENVRIplus project, with a more detailed
description of these activities is available in [38]. The web interface consists of a scrol-
lable list of uploaded templates, one per row. Each row features a rendering of the
template as an SVG?? graphic, allowing users to get a quick overview on its structure.
Next to the rendering there is a dedicated section with descriptive metadata, currently
consisting of basic Dublin Core?* fields, and links to different W3C PROV serializations
of the template. As visible at the top right of Fig. 3, users can log-in via existing social
media accounts in order to upload new and manage existing templates. When registering
a new template, users need to enter a minimum set of mandatory metadata fields and
perform basic validation of the template data. A more thorough description of the steps
required to upload and share templates is available as a dedicated manual [39].

Seen from a longer perspective, a catalogue service for PROV-Templates would
benefit from various improvements. One important aspect would be the integration of
vocabulary suitable for a more thorough description of templates in the context of their
specific purpose within an RI’s data life-cycle. It is expected that the use of more dedi-
cated authoritative terminology would enable a more consistent annotation of templates,
leading to better findability and the retrieval of more adequate templates for specific
use cases. The ENVRI Reference Model described in [11] could serve as an important
foundation in this regard and the integration of its fine-grained views on research infras-
tructures with the notion of W3C PROV-Templates potentially mutually beneficial. The
availability of templates with fine-grained annotations would subsequently, however,
require the adaptation of the search interface to efficiently make use of the increased

21 https://github.com/EnvriPlus-PROV/ProvTemplateCatalog, retrieved March 7t 2019.
2 https://www.envri.eu/provenancetemplates, retrieved March 7t 2019.

23 hitps://www.w3.0rg/TR/SVG11/, retrieved March 7 2019.

2 http://dublincore.org/documents/dces/, retrieved March 7t 2019.
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Log in to register or manage PROV-Templates for Rl DLC.

Meta GRAPH

Title: LTER Dendrometer measurements
Description:

This template is dedicated to track the process of measuring the circumference of = =
trees in the context of LTER. Measurement devices constantly measure the

circumference and are read by dedicated personnel in regular intervals, logging

the current value —

Creator: Doron Goldfarb

Coverage: Data Acquisition

Subject: LTER

Type: prov-o trig [
Comment:

Created: 25.9.2018, 15:15:20

Modified: 25.9.2018, 15:15:20

Title: Binary Function Tutorial Example

Description: [

From hitps://lucmoreau. wordpress.com/2017/03/30/prov-template-a-quick-start

Creator: g | —
Coverage:

Subject: Test l\ - - /‘
Type: prov-xml \ r¥v o

Fig. 3. ENVRIplus PROV-Template catalogue.

expressiveness. Another aspect for improvement would be community features such as
rating, commenting and collaborative editing, potentially enabling users to go beyond
mere re-use of each other’s results.

4.3 Custom Expansion Service for PROV-Template

The second part of the ENVRIplus provenance service is dedicated to the expansion
of PROV-Templates. Its basic component is a Python library>> providing dedicated
functions for translating a provided PROV-template and compatible bindings into an
instantiated PROV document. Built on top of an existing Python library?® for basic PROV
handling, this implementation of the PROV-Template expansion mechanism is the first
one of its kind and thus complements the Java-based proof-of-concept implementation
available as part of the ProvToolbox.

The library follows the demand expressed by members of the ENVRI community for
a way to directly integrate PROV-Template functionality into Python-based workflows
without having to call an external service for that purpose. Besides being usable in
standalone form, the library is nevertheless also integrated with the Template catalogue
where it is encapsulated behind a dedicated web API, described in [39], for expanding
the templates registered there.

5 Provenance and System Logs

A functional provenance service also requires other operations: provenance information
capturing, storage, and query. Besides the provenance service presented in Sect. 4, we

2 https://github.com/EnvriPlus-PROV/EnvriProvTemplates, retrieved March 7t 2019.
26 https://github.com/trungdong/prov, retrieved March 8th 2019.
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have also explored feasibility to link provenance information with the other types of
information captured by the infrastructure and platform.

A complex scientific workflow often consists of multiple services, and those ser-
vices are deployed on distributed infrastructures [40]. The runtime behaviour of the
workflow, e.g. monitored by the underlying infrastructure, is important for analysing the
workflow’s provenance, in particular when the workflow has an unexpected performance
issue or failure. However, the provenance and system metrics are provided by different
information sources, which makes the integrated analysis difficult and time-consuming.
It is thus challenging to analyse the workflow performance, due to difficulty in gathering
and analysing performance metrics across distributed infrastructures.

A Cross-context Workflow Execution Analyser (CWEA) is developed for users to
effectively investigate possible workflow execution anomalies or bottlenecks by combin-
ing provenance with available system metrics [41]. The tool is able to retrieve available
system logs of the particular machines (virtual machines if in Cloud) and align them with
the provenance provided by the workflow management system. In this way, a user (e.g.
application developer or infrastructure operator) can inspect the infrastructure status for
particular workflow execution, as shown in Fig. 4.

/
— Context aware s ="
information o \
integration eo man man e mes 6 mew me ne

Y
Y

P

L - -
TR TR T )

Fig. 4. The basic idea of the cross-context workflow execution analyser, and its output. In the
right side of Fig. 4, user can interactively check the workflow processes (from the provenance),
and check the system resource information (e.g. CPU and network).

6 Conclusion

In this chapter, we reviewed the state of the art of provenance tracking, focusing on
provenance for research data and processes as needed for data-driven environmental
science. The challenges of providing FAIR open data, particularly with regard to repro-
ducibility, demonstrate a clear need for better and more extensive provenance gathering
throughout the research data life-cycle. Much of the necessary research has already been
accomplished, with the various methods, technology and standards ready to use in many
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contexts and ready to roll out and adopt in others. There is still however a need for devel-
opment to establish consistent implementations for every system, tool and context into
which provenance must be situated. Some technical research into how to handle scale
and security issues may be needed as this wider adoption occurs, as will the development
of better governance frameworks and best practices for new researchers to adopt as part
of their day-to-day activities.

In the context of the ENVRIplus project, a survey of provenance gathering capabili-
ties and needs across the cluster of European environmental and Earth science research
infrastructures was carried out. This provided the basis for the development of a shared
provenance template service, via which RI developers and researchers can share exe-
cutable specifications of the provenance patterns used within their infrastructures and
workflows. This service also provided the ability to directly instantiate templates with
uploaded datasets in order to automatically generate provenance traces in accordance
with the W3C PROV standard. It is hoped that this kind of service can assist R developers
in formalising their provenance gathering procedures, share their work, and synchronise
how provenance traces for a similar type of dataset and process are constructed across
RIs, improving interoperability and reusability of the resources they provide to their
respective scientific communities.
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